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| . Motivation
Chord

U A A AR R The recent success of Transformer models in NLP and ample symbolic music datasets led to a new wave
] — . 0 . I?- of research in automatic music composition. This boom, however, poses to us some great questions:
Gl X ""F' " o » The competence of Transformers is often claimed in the literature. Is that the true story?
. ". . r -. : " » If not, can we find the culprits in a quantitative manner? (i.e., not fully relying on user studies.)
N ; L i-l ' » Do the structure-related labels (e.g., phrases, parts) in WJazzD dataset assist in models’ learning?
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2. Building the Jazz Transformer 3. Getting User Feedback

Fig. 1. The first 8 bars of a piece composed by
our Model (B), in which we may see: To feed Jazz music into the Transformer for training, first,
« Clear rests between phrases it must be converted to a series of event tokens. Here is
* Good combination of chords and melody. how we construct the vocabulary:

In our blind listening test, users listen
to 2 pieces by Model (B) & 2 real ones.
They are asked to rate each piece in a
5-point scale on the following aspects:

Note Metric
» Overall Quality (O)

NOTE-VELOCITY (32), BAR, POSITION (64) - Does the music sound good overall?

4. Building Objective Metrics NOTE-ON (128). TEMPO-CLASS (5).

NOTE-DURATION (32) TEMPO (60) » Impression (I)

We develop a set of empirical measures to - Can you recall a certain part or melody?

find out why machines still lose to humans. Chord

Furth th helo i Structure » Structureness (S)
Urthe€rmore, these measures tan help in - Are there repeated motifs or phrases?
evaluating the models’ performance even CHORD-TONE (C, C#, ..., B, 12) MIDLEVEL-UNIT (23), PHRASE
hefore conducting user studies CHORD-TYPE (47), PART-START, PART-END (5) > Richness (R)
& ' CHORD-SLASH (C, C#, ..., B, 12) REP-START, REP-END (6) - Do you feel the music interesting/bland?l
» Pitch Histogram Entropy: #.. . To verify the efficacy of adding Structure-related events,
11 . .
H(h) = — S~ hilogy (h) we consider 2 variants of the Jazz Transformer:
1=0
- measures instability of pitch usage » Model (A): trained with Note + Metric + Chord events 4.0
: C e » Model (B): trained with the complete set of events. 3.5
» Grooving Pattern Similarity: ¢S (B) P o
A5

- measures consistency of rhythm Model (A) Model (B) Real 2.0
loss | 0.80 025 | 0.80 025 0.10 - - L5

» Chord Progression Irregularity: cPz 4, | 229 245|226 220 217 1.94

Percentage of unique chord trigrams Ha 3.2 3.05 | 3.04 291 2.94 2.87 Fig. 2. The results of user study, showing that
Go 076 069 | 075 0.76 0.76 0.86 the gap between machine and real pieces is

- measures inconsistency of harmony CP1 | 812 77.6 | 79.2 726 759 404 perceptible and statistically significant
> : S a1n SI; | 018 022025 027 026 | 0.36 '
Structureness Indicator: SZ;, SZ3°, 875 ST | 015 017 | 018 0.8 017 | 036
SI}'(S) = max S STis | 011 014 | 0.10 012 0.11| 0.35
I<j<N Table 2. The results of objective evaluations
- examines presence of repeated structures * (hnumbers are the closer to Real the better). best of Model (B) Real Plece 0.4
Y 60 60 -
» Continuation Prediction Challenge: CtPr Takeaways 250/ 50
= 40 40-

Given an 8-bar primer, predict the

° 1 = |
correct S-bar continuation from 4 choices Model (B) at 0.25 loss level is the closest 230 30
, , , competitor to humans. g 20 201 01
- examines overall understanding of music. , 210/ 6,
. ’ [ ] [ [ J L] L] ° i ‘ B $ L
The mc?o!els defmenues are manifest in: x OO—MN el o e 0.0
_ S t center (sec.) S t center (sec.)
II errathlty OprtCh usage (hlgh %1, H4) /// egment center (sec egment center (sec
/ - lack of consistency in rhythm & harmony - 1 Fig. 4. Fitness scape plots, placing Model (B)’s
y (low ¢S & high CPT) e work & a human composition in comparison.
MIREX-like Continuation Prediction Challenge s . s ) .
0,80 MO (B) o N (low STL®, ST.5). and long-term structures is clearly visualized.
S 0,75 frmrr e N
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5. Key Insights
0.65— 1 . .
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Training loss level

bit.ly/3bDvCV5

, , , » The use of Structure events does improve the model’s compositions.
Fig. 3. The models’ performance in metric

CtPr w.r.t. loss level, telling us that: » As a composer, the Transformer is in fact still far behind humans.

- The models’ knowledge of Jazz music is > Nevertheless, its shortcomings are pointed out by our objective metrics.
gained along the training process, and » Our metrics also shed new light on the evaluation of machine compositions; and, Scan for more
peaks at training loss level 0.25. set some goals for future work in automatic music composition to pursue. audio samples!
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