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● Deep representation learning offers a powerful paradigm for 
mapping input data onto an organized embedding space and 
is useful for many music information retrieval tasks. 
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● Two central methods for representation learning include deep 
metric learning and classification.

● The emerging concept of disentangled representations is 
also of great interest, where multiple semantic concepts (e.g., 
genre, mood, instrumentation) are learned jointly but remain 
separable in the learned representation space. 

● In this paper, we present a unified representation learning 
framework that can perform example-based retrieval, 
tag-based retrieval, and multidimensional retrieval in a 
holistic manner. 

● (1) we first outline past work on the relationship between 
metric learning and classification.

● (2) then, we extend this relationship to multi-label data by 
exploring three different learning approaches and their 
disentangled versions.

● (3) Finally, we evaluate all models on four tasks (training 
time, similarity retrieval, auto-tagging, and triplet prediction). 

● As a result, we find that classification-based models are 
generally advantageous for training time, similarity retrieval, 
and auto-tagging, while deep metric learning exhibits better 
performance for triplet-prediction. 

● At last, we show that our proposed approach yields 
state-of-the-art results for music auto-tagging and 
similarity-based retrieval.

● We connect the relationship between classification and metric 
learning using proxy-based metric learning. Then, we develop 
their disentangled version of the models to perform all the three 
retrieval cases and then we compare the models.
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● A user-annotated music similarity triplet ratings

● linked to the Million Song Dataset (MSD)

● 4,000 3-second triplets, 39,440 human annotations 

● Million Song Dataset (MSD) with Last.FM tag annotations

● 50 tags (28 genres, 12 moods, 5 instruments, 5 eras)

● 201680, 11774, 28435 tracks for train, validation, and test sets

● 3 second excerpts based deep inception backbone model

● The highlighted samples are 
relatively scattered when 
considering all dimensions, 
but well clustered when 
considering only the 
instrument sub-space.

(a) All-dimensions       (b) Instruments-dimensions

https://jongpillee.github.io/metric-vs-classification/ 
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