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We compare these features with the same model using a time 
attention mechanism:

This cover pair 
obtains a high 
distance with 
the Crema-
PCP (Cp), but 
not with the 
dominant 
melody (Dm).

This cover 
pair obtains 
a high 
distance 
with the 
dominant 
melody 
(Dm), but 
not with the 
Crema-PCP 
(Cp).

These features do not encode the same information:

(Cq = CQT, Dm = dominant melody, Mp = multi-pitch, Ch = chroma, Cp = CPCP)

As shown on Figure 1, the first part of the model is the
5-layer CNN of [35]. Each layer block consists of a batch
normalization layer, a convolution layer with 3⇥3 kernels
and a mean-pooling layer with 2⇥2 kernel and 2⇥2 stride.
The number of kernels K of the first layer is doubled at
each level. Output is then averaged along the frequency
axis, and a dense layer is applied to output a number of
channels of 2E, where E is the final embedding size.

The attention mechanism is then introduced: the tensor
is split in 2 on its channels dimension to obtain two ten-
sors of E channels. A softmax function is then applied on
the time axis for the first tensor, and the output is multi-
plied element-wise with the second tensor. The resulting
values are then summed along the time axis, which gives
a vector of size E. The softmax followed by the multipli-
cation and the sum implements a weighted average along
the time axis per channel. The network is thus trained to
give preference to the parts along the time dimension that
are the most relevant to meet the objective function. The
embedding vector is then L2-normalized. We used K=64
and E=512.

3.3 Experiments

In these first experiments, we train a different instantiation
of MICE for each type of input feature and evaluate their
cover detection performances.

Datasets We used the publicly available training set
SHS5+

2 , containing Cq, Dm, Mp, Ch and Cp features
for ~62k covers of ~7.5k works. It was split into a train-
ing/validation set with a ratio of 80/20 with respect to the
works, i.e. all covers of a given work belong to one or the
other set. We tested our model for each feature with two
publicly available test datasets: SHS4-

2 , containing ~50k
covers of ~20k works, and Da-TACOS 3 , containing 13k
covers of 1k works and 2k confusing tracks [44].

Loss We used a triplet loss to train this network [45].
Formally, if we let {a, p, n} denote a triplet of track em-
beddings, where a is an anchor, and p or n is one of its
covers or non-covers, respectively, the loss to minimize is
expressed as L = max(0, dap + ↵ � dan), where ↵ is a
margin and dap and dan are the distances between anchor
a and p or n, respectively. We set ↵ = 1.

In practice, we used online semi-hard negative pairs
mining [46], where triplets are built within each training
batch: instead of using all possible triplets, each track in
the batch is successively considered as an anchor, and com-
pared with all its covers in the batch. For each of these
positives pairs, if there are negatives such as dan < dap,
only the one with the highest dan is kept. If no such nega-
tive exists, only the one with the lowest dan is kept. Other
negatives are not considered.

Training We train MICE with Adam optimizer [47],
with an initial learning rate of 1e�4, divided by 2 each
time the loss on the validation set has not decreased af-
ter 5k training steps. Training is stopped after 50k steps, or
if the learning rate falls below 1e�7. The batch size is 64.

2 https://gdoras.github.io/topics/coversdataset
3 https://github.com/MTG/da-tacos

Testing For each feature, we use the corresponding
trained model to compute the embeddings on the two test
datasets. For SHS4-, one cover per work is used as a
query against the entire test set to compute a 20k⇥50k
distance matrix. For Da-TACOS, each cover is used as
a query against the entire dataset to compute a 13k⇥15k
distance matrix. The Mean Average Precision (MAP), the
mean number of correct answers in the ten first answers
(MT@10) and the mean rank of first correct answer (MR1)
are then computed.

3.4 Quantitative analysis

We report in Table 1 the performance scores obtained on
Da-TACOS and SHS4-for each type of input feature.

Da-TACOS SHS4-

Input MAP MT@10 MR1 MAP MT@10 MR1
Cq 0.215 2.468 94 0.397 0.718 886
Dm 0.311 3.521 111 0.412 0.722 1431
Mp 0.293 3.290 71 0.422 0.760 862

Ch 0.121 1.476 117 0.174 0.371 1465
Cp 0.375 4.084 86 0.499 0.842 1169

Table 1: Results on SHS4-and Da-TACOS for each feature.

Consistently, the Cp yields by far the best results, fol-
lowed by the Dm and the Mp. This confirms our initial
intuition that both melodic line and harmonic progression
are prominent common musical facets between covers. Cq,
representing the full spectrum, yields lower performance,
which suggests that, albeit also embedded in the spectrum,
the melodic and harmonic information is obfuscated, e.g.
by percussive sounds information. Finally, the tonal infor-
mation embedded in the Ch does not seem to be efficiently
caught by our model.

From a practical point of view, crema-PCP is probably
the best feature among those considered in this work, as it
yields the best results with the lowest memory footprint.

4. COMBINING INPUT FEATURES

In this set of experiments, we now investigate if combin-
ing different features can improve the performance of each
feature considered individually.

4.1 Are features complementary ?

We first compare pairwise embedding distances computed
for the same pairs of tracks but obtained with different in-
put features, as shown on Figure 2. The leftmost plot for
instance compares the pairwise distances obtained for Dm
and Cp. If each track’s embeddings extracted from differ-
ent input features were carrying the same information, the
pairwise distance would be the same for a given pair of
tracks, independently of the feature used. Figure 2 shows
on the contrary that the same pair of tracks can obtain a
low distance when using a given input feature, but a no-
tably higher distance when using another one.

On two publicly available cover datasets, Crema-PCP — a 
harmonic feature — consistently yield the best results, followed by 
melodic features.

For instance, these two covers have a similar melody, but a 
different harmonic structure…

… while these two covers have a different melody, but a similar 
harmonic structure:

This suggest that different features are complementary, and that 
merging them could benefit of this complementarity

We combine these features with a simple averaging scheme — 
define each pair of songs  new distance as the average of 
their distances obtained for different features, e.g:

(x, y)

Figure 2: Comparison of the normalized distance obtained for the same pairs from SHS4� (cover pairs in green and non-
cover pairs in red) with different features: Dm vs. Cp (left), Mp vs. Cq (middle), Cp vs. Ch (right). Other combinations are
not shown due to space constraints. For clarity, only 500 pairs randomly picked are drawn (250 covers and 250 non-covers).

All features seem relatively consistent when labeling
non-cover pairs (red points exhibit high distances on both
axes). Conversely, cover pairs (green points) are more scat-
tered. Dm and Cp in particular seem to give very distinct
results, as many pairs are spread far from the diagonal,
which means that some cover pairs are more efficiently
scored by one or the other feature. Intuitively, it seems log-
ical that Dm and Cp are encoding complementary melodic
and harmonic facets. This suggests that combining these
features could benefit of this complementarity. We now
conduct a quantitative and a qualitative analysis to confirm
this intuition and to understand why certain representations
yield better results for certain songs and vice-versa.

4.2 Quantitative analysis

We first experiment with a simple fusion scheme, which
consists of averaging the pairwise distances obtained for
the same pair with different features. We then re-compute
the evaluation metrics based on this new averaged distance
matrix for each possible feature combination. The ratio-
nale behind this approach is that we expect pairs incor-
rectly clustered with one representation to benefit from the
correct clustering obtained with another representation.

The results are summarized in Table 2 for all combina-
tions of Cq, Dm, Mp and Cp representations (we did not
consider Ch here). We also computed the scores obtained
by an oracle, which always picks among the distances ob-
tained for each feature the lowest (resp. highest) distance
for positive (resp. negative) pairs.

It appears clearly that any combination yields a better
performance than any feature isolated (see Table 1). It also
appears that the combinations where the Cp is used yield
higher scores than the others, which was expected as Cp
alone was already obtaining the highest scores. But more
interestingly, we observe that the best improvements are
obtained when combining melodic and harmonic features,
i.e. Dm+Cp or Mp+Cp. The Mp probably embeds some of
the information also carried by the Cp, as the improvement
is lower when combining Mp+Cp than Dm+Cp.

All in all, the combination Dm+Cp yields the best per-
formances, and an improvement of 15%-20% compared to
Dm or Cp alone. Considering a third feature along Dm+Cp

Test set Da-TACOS SHS4-

Input MAP MT@10 MR1 MAP MT@10 MR1
Cq+Dm 0.359 4.002 62 0.590 0.982 567
Cq+Mp 0.324 3.603 62 0.530 0.909 623
Cq+Cp 0.427 4.636 46 0.621 1.024 581
Dm+Mp 0.394 4.347 61 0.571 0.956 614
Dm+Cp 0.547 5.861 37 0.679 1.098 529

Mp+Cp 0.496 5.330 40 0.627 1.034 593
Cq+Dm+Mp 0.403 4.434 51 0.624 1.030 498
Cq+Dm+Cp 0.524 5.640 36 0.713 1.143 430

Cq+Mp+Cp 0.480 5.184 40 0.660 1.078 505
Dm+Mp+Cp 0.553 5.939 35 0.702 1.133 453
Dm+Cp (O) 0.800 8.360 4 0.873 1.344 115
Cq+Dm+Cp (O) 0.881 9.072 1 0.935 1.419 51
Dm+Mp+Cp (O) 0.874 9.022 2 0.924 1.405 63

Table 2: Comparison on Da-TACOS and SHS4-of input
feature combinations. Results obtained with the embed-
dings produced by MICE architecture trained for each fea-
ture (O=Oracle).

(Cq or Mp) improves the results slightly further.
We also observe that the oracle scores about 20%

above the highest scores obtained with the averaging fu-
sion scheme, which suggests that further improvements are
theoretically possible (we also experimented a minimum
fusion scheme, which yielded lower performances).

From a practical perspective (e.g. memory footprint),
the best trade-off seems to concentrate only on the Dm and
the Cp. We will now investigate why the combination of
these two features yields a better performance than others.

4.3 Qualitative analysis

To this aim, we selected the tracks where the first feature
(e.g. Dm) gives particularly correct results and where the
second feature (e.g. Cp) gives particularly incorrect re-
sults, or vice-versa. In other terms, we analyzed the pairs
of songs for which the two features would give the most
contradictory results for positive and negative pairs. The
Dm and the Cp obtained for some of these cover and non-
cover pairs 4 are shown on Figure 3.

4 The audio of the songs described here can be listened on Youtube
with the following IDs: Figure 3(a) clBw3cWgPnE and PNQeBX-
tUdgc, Figure 3(b) -uJ61jgFCMM and xXvPFsoNnD4, Figure 3(c)
7nPBAiE76qY and bRrVMte9IQQ, Figure 3(d) pFrTXGEmU2Q and
3IOD9SqSfY4. Last accessed 11/5/2020.

We also trained a new model to learn to combine these features:

Combining dominant melody — a melodic feature and 
Crema-PCP — a harmonic feature — yields the best results.

Combining musical features yields new SoA results:

Recent studies addressed the automatic cover detection problem 
with the metric learning paradigm, using various input features:

[1] Yu et al., “Learning a representation for cover song identification using convolutional neural network”, ICASSP 2020 
[2] Doras and Peeters, “Cover  detection  using dominant melody embeddings”, ISMIR 2019 
[3] Doras and Peeters, “A  prototypical  triplet  loss for cover detection”, ICASSP 2020 
[4] Xu et al., “Key-invariant  convolutional neural network toward efficient cover song identification”, ICME 2019 
[5] McFee and Bello, “Structured training for large-vocabulary chord recognition”, ISMIR 2017 
[6] Yesiler et al., “Accurate and scalable  version  identification  using  musically-motivated embeddings”, ICASSP 2020

harmonic featuresmelodic featuresfull spectrum features

chroma [4]

Crema-PCP [5,6]
CQT [1]

multi-pitch [3]

dominant melody [2]

d(x, y) =
dDm(x, y) + dCp(x, y)

2

z

guillaume.doras

October 2020

1 Introduction

Da-TACOS SHS4°
Input MAP MT@10 MR1 MAP MT@10 MR1
Dm (MICE) 0.360 4.032 94 0.412 0.722 1431
Cp (MOVE) 0.484 5.214 59 0.533 0.890 1188
Dm+Cp (A) 0.621 6.613 32 0.697 1.120 517
Dm+Cp (LF-a) 0.570 6.101 29 0.617 1.017 686
Dm+Cp (LF-b) 0.592 6.318 32 0.655 1.059 655
Dm+Cp (LF-c) 0.635 6.744 30 0.660 1.080 657

Doras et al. [3] n/a n/a n/a 0.323 0.615 1476
Yesiler et al. [6] 0.507 - 40 n/a n/a n/a

Table 1: Comparison on Da-TACOS (resp. ) of all fusion schemes trained on ? proprietary
training set (resp. ). A=averaging, LF=Late fusion. Note that Cp and Dm+Cp (A) scores are
higher here than in Table ?? because Cp is now processed by MOVE.

1

(see and listen to more examples on the Slack channel).


