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1. INTRODUCTION
• Optical Music Recognition (OMR): process to digitally encode mu-

sic notation from an image without human intervention.

• The countless number of music documents encourages the devel-
opment of OMR to exploit this cultural heritage.

• Typical OMR researches focus on individual tasks, thus reporting
partial results.

– There is not knowledge about the interaction between the dif-
ferent OMR steps within the traditional workflow.

2. CURRENT STATE
• End-to-end approaches allows to process a staff-region image to

retrieve its music-symbol sequence.

– However, it is not able to tackle a whole music score image
with multiple staves.

– It requires a previous staff-region retrieval.

• Selectional Auto-Encoders (SAE) can be used to extract individual
staves. It has successfully been applied in other similar OMR tasks
like layout analysis.
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*The staff-retrieval from B is performed by a connected-component analysis.

4. STAFF-RETRIEVAL
Example from Seils

with 80.5% of IoU.

Ground truth: blue

Predicted: yellow.
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staves predicted and

ordered by IoU. Only

some false positives

were yielded.

No false negatives.

*SAE trained with images of 512× 512 px.

5. END-TO-END

Data CAPITAN SEILSTraining staves Test staves
Real scenario

GT Pred. 16.8± 3.7 5.2± 1.4
Pred. Pred. 14.8± 3.6 4.4± 0.5
GT+Pred. Pred. 11.5 ± 2.2 3.7 ± 0.8

Reference
GT GT 13.2± 1.1 4.4± 1.2
GT+Pred. GT 10.8 ± 1.1 3.6 ± 0.9

*Results in terms of SER (%) with average ± std. deviation format.

6. CONCLUSIONS
• The staff-retrieval precision is not the most important issue.

• The end-to-end model is better trained assuming a real staff retrieval.

• Combining predicted and ground-truth staves provides the best results.

• Our approach allows transcribing reliably the music content with minimum human effort.

• We plan to experiment with more complex manuscripts like polyphonic scores in Western
modern notation.
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