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1. Introduction
• Singing is a desirable skill to develop
• Online platforms to showcase singing talent such 

as Smule Sing! and We Sing
• We explore automated methods of assessing the 

quality of singing 
• For singing talent search 
• For feedback to amateur singer

Humans are known to be 
better at choosing from a 
small number of options, 
rather than absolute 
ranking many options

2. Inspiration

We propose a preference-based framework to 
generate a rank-order of singing vocals

[3] # 
singers

Pairs of vocals 
singing same 

song

Pairs of vocals 
singing same + 
different songs

Train 320 25,280 102,080

Validation 40 180 780

Test_1
(seen songs)

40 180 780

Test_2
(unseen 
songs)

10 90 190

5. Dataset

4. Hybrid Twin-Neural Network

• Incorporate a musically-relevant pitch histogram 
representation [2], as a conditioning vector. 

• Good singing – sharp peaks at note locations
• Bad singing – dispersed peaks

Singer A

Singer B

... ..

... ..

Who is the better 
singer, A or B?

Pitch Histogram 
of Singer A 

Pitch Histogram 
of Singer B 

(melspec)

(melspec)

Pitch Histogram 
(120)

6. Some setup details

• Human score for a singer is 𝑏, then we label a 
pair of singers (A,B), as:

• Rank-ordering is done according to the 
aggregate score of each singer through 
pairwise comparisons

𝑦 = $1, 𝑖𝑓 𝑏) ≥ 𝑏+
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Test Data Twin 
Network

Hybrid-Twin 
Network

Only same 
song pairs 
for training

Unseen singers, 
but seen songs

0.61 0.68

Unseen singers 
and songs

0.41 0.65

Training pairs Test Data Hybrid-Twin 
Network

Only different song 
pairs for training

Unseen singers 
and songs

0.68

Same + different song 
pairs for training

Unseen singers 
and songs

0.73

7. Results
Spearman Rank Correlation between rank order from machine versus human

8. Contributions

• Modified twin network for preference selection
• Hybrid pitch histogram + twin network
• Song and singer independent singing quality evaluation 
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3. Twin-Neural Network

1. Preference Metric, 
instead of Distance Metric

2. Comparative Loss, 
instead of Contrastive Loss

𝐷5 = 𝑓 𝑥) − |𝑓(𝑥:)|

Proposed Modifications
Singer A

Singer B

... ..
... ..

Who is the 
better singer,  

A or B?

(melspec)

(melspec)
[1]

Gupta et al. [3] This work

Framework Corr Framework Corr

Relative Measures 0.64 Hybrid Twin-Net 0.68

Absolute Measures 0.48 Absolute score prediction [1] 0.62

The inter-judge correlation amongst music experts is 0.82


